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Nonvolatile Electric Control of Ferromagnetism in Van Der
Waals Multiferroic Heterostructures at Room Temperature

Hanzhang Zhao, Chao Yang, Yadong Liu, Qiaoqiao Wang, Yongyi Wu, Qiuxuan Mu,
Feiyan Hou, Tai Min,* and Tao Li*

Multiferroic heterostructures offer a promising platform for next-generation
low-power spintronic devices by enabling electric-field control of magnetism.
While recent advances in two-dimensional (2D) van der Waals (vdW)
magnetic and ferroelectric materials have sparked significant interest,
achieving reliable and nonvolatile electrical modulation of magnetism at room
temperature within vdW multiferroic heterostructures remains a substantial
challenge. Here, this study demonstrates robust, reproducible, and
nonvolatile electrical control of ferromagnetism in Fe3GaTe2/CuInP2S6
multiferroic heterostructures under ambient conditions. The modulation is
evidenced macroscopically by reshaped magnetic hysteresis loops in
anomalous Hall voltage measurements and microscopically by in situ
magnetic and electric field-induced domain evolution captured via magnetic
force microscopy. The first-principles calculations reveal that the polarization
of CuInP2S6 induces a significant modulation of the Dzyaloshinskii-Moriya
interaction (DMI) in Fe3GaTe2. Incorporating these effects into micromagnetic
simulations reproduces key features of the experimental hysteresis behaviors,
indicating that the polarization-enhanced DMI lowers domain wall formation
energy and drives a transition from coherent to incoherent magnetic reversal.
These findings not only surmount the challenge of electrically modulating
ferromagnetism in vdW systems via remanent ferroelectric polarization at
room temperature but also open new pathways for energy-efficient skyrmion
manipulation and vdW spintronic device engineering.
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1. Introduction

Single-phase multiferroic materials exhibit-
ing two or more ferroic properties (typi-
cally from ferroelectricity, ferromagnetism,
and ferroelasticity) represent a criticalmate-
rial system for developing multifunctional
devices.[1] Much of the research has focused
on magnetoelectric materials that exhibit
ferroelectric and ferromagnetic behaviors
simultaneously.[2] However, the inherent
mutual exclusivity between magnetism and
electric polarization makes single-phase
multiferroics rare. Their relatively weak
macroscopic magnetoelectric coupling lim-
its their practical applications further.[3]

To address these challenges, fabricating
multiferroic heterostructures has become
a promising approach, enabling electric-
field control of magnetism and facilitating
a comprehensive investigation of the inter-
facial interplay between magnetic and elec-
tric polarization orders.[4] With the advent
of van der Waal (vdW) ferroelectric and
ferromagnetic materials, the exploration
of multiferroic heterostructures has ex-
panded to vdW systems. Compared to clas-
sical three-dimensional material systems,
vdW materials feature dangling-bond-free
surfaces, which enable them to maintain

stability at atomic-scale thickness without requiring lattice
matching with underlying substrates.[5] Furthermore, due to
their unique electronic structures, vdW materials exhibit quan-
tum confinement effects,[6] offering potentially enhanced mag-
netoelectric coupling and discovering novel quantum phenom-
ena, particularly in the field of spintronics.[7] Additionally,
the assembly of vdW heterostructures does not require com-
plex growth techniques or lattice matching, simplifying the
manufacturing process and broadening design possibilities for
heterostructures.[7a] Despite extensive theoretical studies on
vdWmultiferroic heterostructures,[8] experimental realization re-
mains limited, especially for systems that can operate at ambient
conditions.[9]

Recent experimental studies have demonstrated the potential
of vdW multiferroic heterostructures for electric-field-controlled
modulation of magnetism. Liang et al. achieved nonvolatile
magnetic modulation in heterostructures of vdW Cr2Ge2Te6
and ferroelectric polymer P(VDF-TrFE) at 4 K. They observed
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simultaneous tuning of magnetic coercivity and remnant mag-
netization in thin layer samples, emphasizing the importance
of interfacial coupling.[9b] Eom et al. reported voltage-controlled
magnetism in Fe3-xGeTe2/In2Se3 multiferroic heterostructures
at 80 K, identifying an in-plane strain-mediated mechanism
using Raman spectroscopy and density functional theory
(DFT).[9c] Similarly, Wu et al. demonstrated a nonreciprocal
and nonvolatile tuning of magnetic coercivity via ferroelec-
tric polarization in the CrI3/In2Se3 system at 10 K, achieving
up to 82% modulation of the critical magnetic transition
field with a small gate voltage (5 V).[9a] While these studies
demonstrated the ability of electric fields-modulated mag-
netic properties in vdW multiferroic heterostructures, they
are volatile and operated at cryogenic temperatures, empha-
sizing the need for further exploration of room-temperature
vdW multiferroic systems using remanent ferroelectric
polarization.
Among vdW ferromagnetic materials, Fe3GaTe2 (FGT) has

emerged as a robust candidate for room-temperature ap-
plications, with a reported Curie temperature (Tc) between
350 and 380 K.[10] FGT exhibits strong perpendicular mag-
netic anisotropy,[11] efficient thermo-spin conversion,[10] and
skyrmions formation,[12] making it a versatile platform for spin-
tronic devices, such as vdW spin valves,[13] magnetic tunnel
junctions,[14] and spin-orbit torque devices.[15] On the other hand,
CIPS, an intriguing vdW ferroelectric material, offers unique fer-
roelectric properties, including giant negative piezoelectricity,[16]

multiple intrinsic polarization states,[17] and stable polariza-
tion retention[18] with a Tc above room temperature (≈315
K).[19] Given the high Tc of FGT and strong ferroelectricity of
CIPS at room temperature, constructing vdW heterostructures
with these materials offers a promising avenue for investigat-
ing magnetoelectric coupling effects and exploring novel device
designs.
Here, we demonstrate the modulation of magnetization in

FGT through the remanent polarization of CIPS in CIPS/FGT
vdW multiferroic heterostructures under ambient conditions.
As the vertically applied poling voltage increases, the mag-
netic coercive field of the device progressively decreases, accom-
panied by deformation of the magnetic hysteresis loop mea-
sured via the macroscopic Hall effect. Furthermore, microscopic
magnetic domain imaging using magnetic force microscopy
(MFM) under thermal excitation and magnetic cycling reveals
that CIPS film facilitates the formation of magnetic domain
walls in FGT while impeding their motion, which effectively ex-
plains the observed electrical Hall measurements. These phe-
nomena can be attributed to the CIPS polarization-enhanced
Dzyaloshinskii-Moriya interaction (DMI) in FGT as probed by
our first-principles calculations. Additional micromagnetic sim-
ulations by incorporating different DMI andmagnetic anisotropy
parameters reproduce the key features of the experimentally
observed ferromagnetic hysteresis loops, indicating that the
polarization-enhanced DMI lowers domain wall formation en-
ergy and drives a transition from coherent to incoherent mag-
netic reversal. The successful realization of vdW heterostruc-
tures with effective magnetoelectric coupling at room tempera-
ture paves the way for fundamental research and potential spin-
tronic applications in nonvolatile memory and neuromorphic
computing.

2. Results and Discussion

2.1. Thickness-Dependent Magnetism of FGT Films

We grew the FGT crystals via the flux method, the stoichiom-
etry of which was identified to be Fe2.91Ga0.99Te2 by energy-
dispersive X-ray spectroscopy (EDS) (Figure S1, Supporting In-
formation). The ferromagnetic phase transition behaviors of bulk
FGT crystals were characterized and confirmed by a supercon-
ducting quantum interference device (SQUID) (Figure S2, Sup-
porting Information). The Tc of bulk FGT material was deter-
mined to be 360.8 K through dM/dT analysis (Figure S2a, Sup-
porting Information), and the coercive field of FGT measured
in the out-of-plane orientation at room temperature and 2 K is
≈20 Oe and 1000 Oe, respectively (Figure S2b, Supporting In-
formation). On the other hand, CIPS single crystals were grown
using the chemical vapor transport (CVT) method. The ferroelec-
tric properties of exfoliated CIPS films were verified by Piezore-
sponse Force Microscopy (PFM). The as-prepared CIPS film
exhibits a multidomain state, and the domain size is on the
scale of hundreds of nanometers (Figure S3a,b, Supporting In-
formation). The polarization of CIPS can be reversed by ap-
plying an electric field via the PFM tip, evidenced by the well-
defined butterfly amplitude loop and the 180° reversal of the
phase loop (Figure S3c, Supporting Information), from which
the coercive field is estimated to be 0.27 MV cm−1, similar to
the previous report of 0.30 MV cm−1.[20] In addition, the current-
voltage loop was measured on a vertical two-terminal device with
a voltage sweeping rate of 1.4 V s−1. The loop demonstrates
a clockwise switching sequence, and the current peaks arise
from the polarization switching current (Figure S3d, Supporting
Information).[21]

Magnetic behavior of vdW materials usually strongly depends
on the film thickness.[22] We fabricated FGT films with varied
thicknesses ranging from 11 to 528 nm on SiO2 substrates and
investigated their intrinsic magnetic properties through micro-
scopic MFM and macroscopic Hall measurements. All the sam-
ples are investigated in the as-exfoliated state at 293 K in ambi-
ent conditions. The magnetic domain structures of FGT are il-
lustrated in Figure 1a. Thick samples show typical Labyrinth do-
mains, but with the decrease in the sample thickness, the do-
main width increases and tends toward a single-domain state.
According to Kittel’s law, the magnetic domain width (W) is ex-
pected to increase linearly with the square root of film thick-
ness (d1/2). However, our findings reveal that the magnetic do-
main width of FGT exhibits three different regimes as a function
of film thickness. A typical example of determining the domain
width of FGT is demonstrated in Figure S4 (Supporting Informa-
tion).When the thickness was below≈24 nm, FGT demonstrated
a nearly single-domain state (region I in Figure 1b). In the thick-
ness range of 28–113 nm, we observed that the magnetic domain
width decreased with increasing FGT layer thickness (region II).
In contrast, beyond a critical thickness of ≈113 nm, the trend re-
versed, and the magnetic domain width began to increase with
FGT layer thickness (region III). The scaling of domain width as
a function of FGT thickness exceeding 100 nm has been reported
to conform to Kittel’s law, which agrees well with our observa-
tion in region III.[23] The evolution of magnetic domain width
with film thickness in region II can be accurately described by
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Figure 1. Thickness-dependent evolution of magnetic domain of pure FGT films. a) Thickness-dependent evolution of magnetic hysteresis loops and
correspondingmagnetic domain structures of FGT films. The scale bar represents 1 μm. b) Domain widthW as a function of FGT thickness. Themagnetic
domain evolution can be divided into three regions (I: single-domain region, II: Kaplan’s region, and III: Kittel’s region). c) Fitting of domain width W
as a function of FGT thickness according to Kaplan’s law.

Kaplan’s theory,[22] which refines Kittel’s theory on the evo-
lution of domain size in the thin-film region. According
to Kaplan’s law, the domain width W and the film thick-

ness L obey the relation of W = ALe
𝜋D0
2L , where A is a con-

stant, and D0 is the dipolar length. The formula can be
rewritten as:

ln
(W
L

)
=

𝜋D0

2
⋅
1
L
+ lnA (1)

By fitting with Equation (1), we obtain D0 = 68 nm and A =
1.04. The fitting result is displayed in Figure 1c. The fitted con-
stant A is close to the theoretical calculations by Kaplan[22] and
Yafet[24] (0.955 and 1, respectively), confirming the experimen-
tal consistency with the theory. These findings not only fill the
experiment gap of the sub-100 nm thickness-dependent domain

evolution of FGT but also corroborate the validity of the contin-
uummodel employed within Kaplan’s theoretical framework for
vdW systems.
In addition, Hall measurements were conducted on the sub-

100 nm samples to measure the magnetic hysteresis loops with
varied FGT thickness. The extracted coercive field (Hc), satu-
ration field (Hs), remanent Hall resistance (Rr), and saturation
Hall resistance (Rs) as a function of the FGT flake thickness are
depicted in Figure S5 (Supporting Information). The 121 nm
sample exhibited soft magnetism behavior and nearly zero re-
manent magnetization, while the 80 nm sample showed an in-
crease in remnant magnetization, which is the signature of grad-
ual enhancement of perpendicular magnetic anisotropy.[25] The
46 nm and 24 nm samples had a square-like hysteresis loop,
indicating a trend toward a coherent reversal and hard mag-
netic state. These Hall measurement results agree well with the

Adv. Mater. 2025, 2500534 © 2025 Wiley-VCH GmbH2500534 (3 of 11)

 15214095, 0, D
ow

nloaded from
 https://advanced.onlinelibrary.w

iley.com
/doi/10.1002/adm

a.202500534 by X
ian Jiaotong U

niversity, W
iley O

nline L
ibrary on [22/06/2025]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://www.advancedsciencenews.com
http://www.advmat.de


www.advancedsciencenews.com www.advmat.de

Figure 2. Hall measurements reveal nonvolatile modulation of the magnetic behavior of CIPS/FGT heterostructure at room temperature. a) Schematic
of the heterostructure for Hall measurements. The thickness of CIPS and FGT are 80 nm and 14 nm, respectively. Inset is the optical image of the device.
b) The Hall hysteresis loops of the CIPS/FGT device as a function of polarization voltage using positive Vp and c) negative Vp at room temperature. d)
The magnetic coercive field plotted as a function of Vp.

thickness-dependent microscopic magnetic domain structures
observed using MFM.

2.2. Modulation of Ferromagnetism with Remanent Polarization
at Room Temperature

To achieve the electric control of the magnetic properties of FGT,
we fabricated CIPS/FGT Hall devices by transferring CIPS/FGT
heterostructure onto the pre-patterned electrode using the dry
transfer technique.[26] The detailed sample fabrication process
is described in the Experimental Methods. The optical image
of the device and its schematic structure are illustrated in
Figure 2a. The thickness of CIPS and FGT, as characterized by
atomic force microscopy (AFM), were 80 nm and 14 nm, re-
spectively. We first applied an external polarization voltage Vp
between the graphite (Gr) top electrode and the Au/Ti bottom
electrode to polarize CIPS. Subsequently, we stopped applying
Vp and probed the magnetic properties of the heterostructure us-
ingHall measurement to explore themodulation of themagnetic
behavior of FGT by remanent polarization of CIPS at room tem-
perature. TheHall hysteresis loop obtained from themultiferroic
heterostructure in the pristine state exhibits a square shape. Af-
ter applying a positive poling voltage Vp, the pristine hysteresis
loop is highly distorted, accompanied by a large reduction ofHc.
Hc is consistently reduced as the magnitude of Vp is increased
(Figure 2b), while the same Hc reduction was observed by ap-
plying negative Vp (Figure 2c), which can be clearly visualized in
Figure 2d, presenting a symmetric effect from opposite polariza-
tion states. Additionally, the tunability of Hc can be evaluated by

the tuning range defined as the parameter t= 1-Hc min/Hc max.
[9a]

For In2Se3/Fe2.64GeTe2 device in ref,
[9c] the tuning range t is 74%

(at 80 K while applying gate voltage), and for our device, t is cal-
culated to be 78% at room temperature, suggesting an efficient
modulation effect. Another intriguing observation is that without
applying a polarization voltage, the magnetic reversal process ex-
hibited an abrupt transition, whereas, under the application of
polarization voltage, the switching process became more grad-
ual. This suggests a multidomain behavior that the polarization
may significantly impact domainwallmotion, warranting further
investigation and verification. To demonstrate the repeatability
of the experimental observations, we fabricated an additional de-
vice of the same structure but with a thicker FGT layer, which
also demonstrated the decreased Hc with increased polarization
voltage (Figure S6, Supporting Information). To further verify
the role of the CIPS in the gate voltage (Vg)-induced changes in
Hc, we conducted additional Vg-dependent Hall measurements
using an h-BN (30 nm)/FGT (18 nm) heterostructure, replac-
ing the CIPS by paraelectric and insulating h-BN. The hystere-
sis loops remain unaffected by the Vg up to ±10 V in h-BN/FGT
heterostructure (Figure S7, Supporting Information), suggesting
the critical role of CIPS in the effective tuning of themagnetic be-
havior of FGT.

2.3. Magnetic Domain Evolution of FGT Under the Influence of
CIPS Polarization

To further investigate the coupling between vdW ferromag-
netic and ferroelectric materials, we investigated the microscopic
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Figure 3. Magnetic domain evolution of CIPS/FGT heterostructure under thermal cycling. a) AFM image of the CIPS/FGT heterostructure and the
thicknesses of CIPS and FGT were labeled. The boundaries of CIPS and FGT are outlined by blue and red dashed lines, respectively. b) MFM image of
the as-prepared CIPS/FGT heterostructure. PFM amplitude c) and phase d) image of the as-prepared CIPS/FGT heterostructure. e) The corresponding
MFM images of the CIPS/FGT heterostructure (on the left) and bare FGT (on the right) during in situ thermal cycling, within the scanned area indicated
by the black square in (a). The scale bar represents 1 μm.

domain of the CIPS/FGT heterostructure using various scan-
ning probe microscopy (SPM) techniques. The morphology of
the heterostructure was characterized by AFM (Figure 3a), where
the thickness of CIPS ranged from 41 to 56 nm and the FGT
layer showed two distinct regions with thicknesses of 22 nm and
80 nm, respectively. Themagnetic domain (Figure 3b) and the fer-
roelectric response (Figure 3c,d) of the as-prepared heterostruc-
ture were characterized byMFMandPFM, respectively. The PFM
amplitude (Figure 3c) and phase (Figure 3d) only showed strong
signals in the area of CIPS in the heterostructure, and demon-
strated no correlation with themagnetic domain structure. Based
on the different layer thicknesses and the overlap condition be-
tween CIPS and FGT, the sample is divided into four regions
(four numbered regions in Figure 3a), including 1) 22 nm-thick
bare FGT with uniform magnetic domain, 2) 80 nm-thick bare
FGT with multidomain configuration, 3) CIPS-covered 22 nm-
thick FGT, and 4) CIPS-covered 80 nm-thick FGT. To have a better
spatial resolution of themagnetic domains, the scanning regions

were confined in the area enclosed by the black square, and the re-
gions 1 to 4 are highlighted with red, yellow, green, and blue col-
ors (Figure 3a). Due to the farther separation between the MFM
probe and the FGT layer, the observed MFM signal is generally
weaker (reduced color contrast) in the CIPS-covered area (regions
3 and 4) than in the bare FGT surface (regions 1 and 2).
To systematically investigate the impact of CIPS on FGT, we

conducted in situ magnetic field cycling and thermal excitation
experiments. In regions 1 and 3, where FGT is relatively thin,
both FGT and CIPS/FGT exhibit nearly uniform magnetic do-
main structure. To obtain a clear visualization of the domain evo-
lution triggered by thermal excitation, we thus focused on the
boundary between regions 2 and 4 (Figure 3e), which initially
exhibited a Labyrinth multidomain pattern at 303 K. The mag-
netic domains are continuous across the boundary between these
two regions, and the red shade domains appear weakened in the
CIPS/FGT region. As the temperature increased to 313 K, the
blue shade domains shrunk in both regions and the strength of
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Figure 4. Magnetic domain evolution of CIPS/FGT heterostructure under magnetic cycling. a-l) MFM images of the CIPS/FGT heterostructure acquired
during an applied magnetic field sweep. In each square image, the blue dashed lines outline the CIPS film region, the left and right sides of the image
are the 22-nm-thick FGT and 80-nm-thick FGT regions, respectively. The scale bar represents 3 μm. The round images provide magnified views of the
areas denoted by the black circles. m) Quantitative analysis of the magnetic domain area within regions 2 and 4 as a function of the magnetic field. The
percentage of red domain area is calculated to track the evolution of the magnetic domain structure.

the MFM signal measured over the CIPS/FGT heterostructure
was largely reduced. When the temperature is further increased
to 323 K, the entire FGT area approaches a single domain state,
but CIPS/FGT heterostructure still exhibits faint domain con-
trast, suggesting a potential increase in Tc of FGT in the het-
erostructure. At 333 K, the domain contrast becomes completely
uniform in both regions, and the MFM signal strength is gener-
ally reduced, suggesting that the Tc of FGT is close to 333 K. Dur-
ing the cooling process, the domain structure starts to emerge at
323 K, but with distinct domain pattern compared to those during
the heating process. When the temperature was reduced to room
temperature (≈304 K), FGT flake (region 2) exhibited a bunch of
newly formed circular blue domains spread in the red domains,
which are absent in the as-prepared sample. In contrast, in the
heterostructure area (region 4), mixed types of circular and stripe
domains emerged with a largely reduced density of the circular
domains. These newly emerged circular magnetic domains can
potentially be the skyrmions, which have been reported to form
after thermal cycling in FGT nanosheets.[12,27]

We also investigated the in situ magnetic domain evolution
of the CIPS/FGT heterostructure through magnetic field cycling
of regions 2 and 4 (Figure 4. The set values of the applied mag-
netic fields are labeled in each figure, while the real field values

were calibrated using a gaussmeter, and their relationship can be
found in Figure S8 (Supporting Information). Under an external
out-of-planemagnetic field of 1350 Oe (Figure 4a), both regions 2
and 4 exhibit a single-domain state (red domain), indicating the
saturation of the magnet moment in FGT. When the magnetic
field was reduced to 800 Oe (Figure 4b), pure FGT (region 2) re-
tained its single-domain configuration, while long belts of blue
domains began to develop in the heterostructure (region 4). As
the magnetic field was further reduced to 400 Oe (Figure 4c),
multiple domains emerged and evolved into Labyrinthine do-
main structures in region 2. In contrast, large patches of red do-
mains appeared in the heterostructure region 4. When the mag-
netic field was lowered to 0 Oe (Figure 4d), the domain width de-
creased, and the domain pattern of regions 2 and 4 began to con-
verge, but with more area of weak response (white color) in the
heterostructure region.When themagnetic field directionwas re-
versed to −400 Oe (Figure 4e), the red domain area was reduced,
and the domain walls (represented by the white color) in both
areas widened considerably. As the magnitude of the magnetic
field was further increased to −800 Oe (Figure 4f), long belts of
red domains were formed in region 4, while in region 2, nearly
a uniform blue domain was formed that intercalated with a few
circular red domains. Finally, when the magnetic field reached
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−1200 Oe (Figure 4g), the domain walls in both regions com-
pletely disappeared, indicating a fully reversed and saturated do-
main state. In the other half cycle, from the negatively saturated
state to the positively saturated state, the domain evolution fol-
lows a similar trend as that depicted from Figure 4a–g sequen-
tially. We noted the different domain structures evolved under
the same magnetic field strength in opposite polarity (±800 Oe),
as illustrated in Figure 4b,h, which can be ascribed to the drift of
the magnetic field. The specific discussion is included in Note S1
(Supporting Information). The percentages of the red magnetic
domain area in regions 2 and 4 as a function of themagnetic field
are plotted in Figure 4m. The evolution of the magnetic domain
proportion in region 4 exhibits a more pronounced hysteresis ef-
fect compared to that in region 2, suggesting that CIPS facilitates
the formation of magnetic domain walls and hinders their fur-
ther motion.
To clearly demonstrate the magnetoelectric coupling in the

heterostructure, we conducted in situ voltage-controlled mag-
netic domain measurements on an FGT/CIPS heterostructure.
The FGT magnetic domain in the heterostructure was saturated
first by applying a magnetic field of 1000 Oe. The external mag-
netic field was then reduced to 0 Oe, confirming that the rema-
nent state remained saturated. We applied a +8 V tip bias (larger
than the coercive bias of CIPS verified by PFM) to the CIPS layer
by scanning the entire heterostructure surface. The magnetic do-
main of FGT was observed under the remanent state of CIPS.
The applied electric bias resulted in the emergence of a small
fraction of the magnetic domain in the belt shape (Figure S10a,
Supporting Information), similar to that observed in Figure 4b.
The effect of the negative tip bias was investigated in the same
way, which induced a similar partial magnetic domain reversal in
the same direction (Figure S10b, Supporting Information). Fur-
thermore, we create a multidomain state of FGT as the initial
state via appropriate external magnetic fields before applying an
electric bias. Then, +8 V tip bias was applied again, which fur-
ther increased the reversed domain area and domain wall density
(Figure S10c, Supporting Information). These findings substan-
tiate that electric bias can effectively induce magnetic domain re-
versal, and the positive and negative electric biases result in the
same direction ofmagnetic domain, consistent with the symmet-
ric polarization effect on Hc obtained in the Hall measurements
(Figure 2d).

2.4. Mechanism of the Magnetoelectric Coupling

We performed first-principles calculations to investigate the ef-
fect of opposite ferroelectric polarization states (Pup and Pdown)
of CIPS on the magnetization of FGT in the multiferroic het-
erostructure, where

√
3 ×

√
3 × 1 FGT and 1×1×1 CIPSwere uti-

lized to ensure lattice match. Figure 5a presents the band struc-
ture of freestanding FGT as a reference, while Figure 5b depicts
the band structures of the FGT/CIPS heterostructure under the
Pup and Pdown states of CIPS. The comparison indicates that the
band structure of FGT remains unchanged upon forming the
heterostructure, suggesting minimal orbital hybridization at the
interface due to the weak vdW interaction. However, the FGT
bands exhibit a small upward energy shift attributed to a mod-
ified chemical potential. Although polarization reversal of CIPS

has little effect on the FGT band structure, it shifts the CIPS
bands to lower energies due to the polarization-induced field ef-
fect. Figure 5c depicts the charge transfer at the CIPS/FGT in-
terface under distinct ferroelectric polarization states, demon-
strating that the dominant charge redistribution occurs between
S and Te atoms. The electron depletion in the bottom-layer Te
atoms induces an asymmetric charge transfer in the FeII sites
in FGT, indicating symmetry breaking. The magnetic parame-
ters, including the average magnetic moments of the Fe atoms,
magnetic anisotropy energy (MAE), and DMI coefficient (D),
with respect to opposite CIPS polarization states, are plotted in
Figure 2d. The calculation details are described in Note S2 (Sup-
porting Information). Compared with the freestanding FGT, in
FGT/CIPS heterostructure, the magnetic moment of the top FeI
(2.35 µB) and bottom FeI (2.29 µB) atoms (depicted by the black
arrow in Figure 5c) become no longer equivalent, again indicat-
ing the inversion symmetry breaking of FGT.[28] The inversion
symmetry breaking in a magnetic system can lead to DMI,[29]

which plays an important role in understanding chiral magnetic
structures.[30] In our modeled CIPS/FGT heterostructure, a large
DMI is introduced compared to the freestanding FGT, which
weakly depends on the CIPS polarization direction. Additionally,
the interfacial effect in CIPS/FGT results in enhanced MAE, the
strength of which is larger under the upward polarization direc-
tion of CIPS.
To verify the effect of emergent large DMI on the magnetism

of FGT, we conducted micromagnetic modeling to acquire the
hysteresis loop and domain evolution of FGT with varied DMI
coefficient D, while the rest parameters were adopted from lit-
erature (see “Experimental Methods” for detail). We found that
with the increment of D, the hysteresis loop changes from a co-
herent reversal to an incoherent reversal pattern. The incoherent
reversal is associated with multidomain formation (Figure S13,
Supporting Information), the process of which starts from the
nucleation of the Labyrinth domain wall at a small magnetic field
range, following domain wall motion that requires a larger mag-
netic field to saturate the sample than the coherent reversal type.
Figure 5e illustrates the comparison between the simulated and
experimentally observed hysteresis loops, demonstrating good
consistency.We also analyzed the energy changes associated with
the hysteresis loop and determined that DMI reduces the total
energy of the system primarily by lowering the exchange energy.
This reduction originates from DMI and stabilizes Néel-type do-
main walls, as elaborated in Note S3 (Supporting Information).
An unexpected observation is the symmetric electric biasmod-

ulation in the Hall measurement, independent of the rema-
nent polarization direction of CIPS. This can be explained by
the competing effects from DMI and the uniaxial anisotropy
constant Ku (corresponding to MAE in first-principles calcula-
tions, where Ku is proportional to MAE). Figure 5f shows the
2D map of the extracted coercive fields as a function of D and
Ku. The increased Ku or the decreased magnitude of D can both
result in a higher coercive field, indicating the competing rela-
tionship between DMI and magnetic anisotropy, which agrees
with reported magnetic models.[31] Figure 5g shows four char-
acteristic hysteresis loops labeled with numbers 1 to 4, corre-
sponding to those labeled in Figure 5f. In the FGT/CIPS het-
erostructure, when CIPS polarization points to FGT (Pup), the
magnitude of both Ku and D are larger than those when CIPS

Adv. Mater. 2025, 2500534 © 2025 Wiley-VCH GmbH2500534 (7 of 11)
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Figure 5. First-principles calculations andmicromagnetic modeling reveal themechanism of themagnetoelectric coupling in FGT/CIPSmultiferroic het-
erostructure. a) Band structure of a freestanding FGT monolayer. b) Band structure of the FGT/CIPS heterostructure with upward (left) and downward
(right) polarization directions of CIPS. c) Charge transfer near the heterostructure interface (isosurface = 0.001 e/Bohr3) with upward and downward
polarization states of CIPS. d) Magnetic parameters, including the magnetic moment of Fe ions, MAE, and DMI coefficient D, of FGT/CIPS heterostruc-
ture under opposite polarization states of CIPS and freestanding FGT. e). Comparison between the simulated hysteresis loops (with varied D) and
experimentally observed loops (under varied polarization voltage). f) 2D map of the simulated coercive fields as a function of Ku and D. The black dots
indicate the threshold at which the reversal pattern transitions from coherent to incoherent behavior. g) Simulated hysteresis loops corresponding to
the combination of D and Ku labeled as ①–④ in (f).

polarization is pointing away from FGT (Pdown). Thus, the rela-
tive relationship between FGT (Pup) and FGT (Pdown) corresponds
to the hysteresis loop ② and ③, respectively, demonstrating simi-
lar shapes of loops. Additionally, to investigate the potential role
of interfacial stress in the FGT/CIPS heterostructure, we per-

formed Raman spectroscopy measurements. The obtained spec-
tra revealed no significant stress-related peak shifts, indicating
negligible interfacial stress under the examined conditions. The
specific results and analysis are shown in Note S4 (Supporting
Information).

Adv. Mater. 2025, 2500534 © 2025 Wiley-VCH GmbH2500534 (8 of 11)
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3. Conclusion

In this work, we successfully realized robust nonvolatile
electric control of magnetism at room temperature in
Fe2.91Ga0.99Te2/CuInP2S6 multiferroic heterostructures. Hall
measurements revealed a transition in the magnetic reversal
pattern from coherent to incoherent behavior as a function of
polarization voltage. The MFM results provided direct observa-
tions of microscopic domain evolution, demonstrating that CIPS
promotes domain wall nucleation while impeding their motion.
Combining first-principles calculations with micromagnetic
simulations, we found that CIPS induces inversion symmetry
breaking in FGT that significantly enhances its DMI, with the
DMI strength depending on the CIPS polarization directions.
This enhanced DMI reduces the exchange energy in the system,
thereby facilitating domain wall formation but hindering its
motion. This work represents a significant step forward in the
practical application of vdW multiferroic materials and estab-
lishes a promising platform for future research on skyrmion
manipulation.

4. Experimental Section
Crystal Growth of FGT: High-quality Fe2.91Ga0.99Te2 single crystals

were grown using a self-flux method. High-purity Fe powders (Al-
addin, 99.95%), Ga lumps (Aladdin, 99.99999%), and Te powders (Al-
addin, 99.99%) in the molar ratio of 1:1:2 were placed in an evacuated
quartz tube and sealed (vacuum at the level of ≈10−3 Pa). The mix-
ture was first heated to 1000 °C within 1 h and held at this tempera-
ture for 24 h to allow solid reactions. The temperature was rapidly de-
creased to 880 °C over 1 h followed by a slow cooling to 780 °C over
100 h.

Crystal Growth of CIPS: Single crystalline CIPS crystals were synthe-
sized using the CVT method. The powders of Cu (Macklin, 99.80%), In
(Macklin, 99.99%), P (Macklin, 98.90%), and S (Macklin, 99.90%) were
encapsulated in a vacuum quartz tube (vacuum at the level of≈10−3 Pa)
according to stoichiometric ratios, and I2 was used as the transport agent
at a dosage of 2 mg cm−3. The temperatures of the feedstock zone and the
crystal growth zone were kept at 750 and 650 °C, respectively. After 7 days
of reaction under these conditions, followed by a natural cooling process,
greenish-yellow crystals were obtained.

Compositional Characterization of FGT: The crystals weremechanically
exfoliated using conductive carbon adhesive tape to ensure a clean and flat
surface for scanning electron microscopy (SEM, JEOL JSM-7000F, Jeol)
measurements. The corresponding atomic percentages were obtained via
EDS (INCA Energy System, Oxford).

Heterostructure Transfer Method: The FGT/CIPS heterostructures for
MFM characterization were fabricated in the following. Bulk FGT crystals
were mechanically exfoliated onto a silicon substrate using Scotch tape.
Similarly, bulk CIPS crystals were exfoliated onto a polydimethylsiloxane
(PDMS)-coated glass slide. Opticalmicroscopy was utilized to identify and
characterize the resulting flakes. The heterostructure was assembled using
a 2D transfer platform through the following sequence: 1) The FGT/Si sub-
strate was secured on the sample stage; 2) The PDMS/glass slide bearing
CIPS was mounted onto an overhead cantilever assembly; 3) Micron-scale
alignment between CIPS and FGT flakes was achieved via real-time optical
monitoring; 4) A motor-controlled vertical approach facilitated interfacial
contact; and 5) The PDMS substrate was slowly retracted to transfer CIPS
onto the FGT/Si substrate. All steps were performed in an argon-filled
glove box with H2O and O2 levels below 0.1 ppm. For devices intended
for electrical characterization, the fabrication process entailed: 1) Exfolia-
tion of CIPS, FGT, and graphene flakes onto PDMS-coated substrates us-
ing consistent exfoliation parameters; 2) Sequential transfer of FGT, CIPS,
and graphene layers onto pre-patterned electrodes using the 2D transfer

system; and 3) Thermal annealing under optimized conditions to improve
the electrode-contact interface quality.

Device Fabrication and Hall Measurements: A standard Hall bar elec-
trode of Ti/Au (3/7 nm) was pre-fabricated on a 285 nm SiO2/Si substrate
using a sequence of techniques: photolithography (Mask Aligner, MA6,
Karl Süss), e-beam evaporation (Versatile Sputtering, Electron Beam, &
Thermal Evaporation Deposition Platform, PVD75, Kurt J. Lesker), fol-
lowed by lift-off. Mechanically exfoliated vdW materials were transferred
onto the Hall bar pattern using the polydimethylsiloxane (PDMS) stamp
in a glove box. The Hall measurement used a current source (Model 6221,
Keithley) and a voltmeter (Model 2182A, Keithley) on a homemade probe
station with an electromagnet. A source and measurement unit (Model
4200, Keithley) was employed to apply polarization voltages.

MFMMeasurements: FGT samples with different thicknesses were ex-
foliated to the silicon substrate and measured at room temperature (ex-
cept for thermal cycling). The magnetic domain measurements were per-
formed with an atomic force microscope (MFP-3D Infinity, Oxford Instru-
ments) using A Co/Cr coated tip (MFM-R2 Asylum Research). In MFM,
the magnetic stray field from exfoliated FGT nanosheets was detected by
a scanning nanoscale magnetic tip, allowing for imaging of the magnetic
domain structures. Thermal and magnetic cycling were conducted using
a heater module and a variable field module, respectively. In MFM, the co-
ercive field of the MFM tip, which falls within 200–300 Oe, plays a crucial
role. When the appliedmagnetic field duringmagnetic cycling exceeds this
threshold, the magnetization of the MFM tip could reverse. This reversal
leads to an inversion in the MFM imaging results. To accurately interpret
the MFM results, the data corresponding to the reversed field of the MFM
tip must be processed accordingly. This implies that features originally
appearing as attractive forces (red regions) will now appear as repulsive
forces (blue regions), and vice versa.

SQUID Measurements: The magnetism measurements were con-
ducted in a commercial magnetic property measurement system (MPMS-
squid VSM-094). A piece of FGT single crystal was cut into a disc shape
and mounted on the sample holders. ForM-T curves, the rate of tempera-
ture change was set to 2 K·min−1 with the interval of 1 K. ForM-H curves,
the rate of magnetic field change was set as 100 Oe s−1 with an interval
of 400 Oe. Each point was measured after the temperature and magnetic
field were stabilized to guarantee the accuracy of the result in both M-T
andM-H curves.

Micromagnetic Simulation: Micromagnetic simulations were carried
out using the GPU accelerated micromagnetic simulation program
Mumax3.[32] The slab geometries of dimensions were 512×512×8 with
a mesh size of 2×2×1.75nm. The total energy of the micromagnetic
model contained exchange energy (including contributions from DMI and
Heisenberg exchange interaction), anisotropy energy, magnetostatic en-
ergy, and Zeeman energy. The simulation parameters were adopted (ex-
change stiffnessAex = 1.3 pJm−1 and saturationmagnetizationMs = 2.5×
105A m−1) from literature,[12,33] which was determined by experiment and
utilized for micromagnetic simulations of FGT. As indicated by the first-
principles calculations result, CIPS results in varied DMI coefficientD and
uniaxial magnetic anisotropy constant Ku in FGT. The D was varied in mi-
cromagnetic simulation and observed their effect on the magnetic rever-
sal process. The varied DMI (Ku) was in the range of 0.40–0.74 mJ m−2

(0.072–0.104 MJ m−3), which were reasonable values reported for FGT in
literature (0–1.07 and 0.07–0.3 MJ m−3).[12,33]

First-Principles Calculations: Our first-principles calculations were per-
formed within the density functional theory formalism, and the calculation
software package was the Vienna Ab-initio Simulation Package (VASP).[34]

The projector-augmented wave (PAW)[35] method was employed tomodel
the ionic potentials. The exchange and correlation energy was treated with
the Perdew–Burke-Ernzerhof (PBE)[36] realization of the generalized gra-
dient approximation (GGA).[37] Hubbard U was not employed for Fe 3d
orbitals correction, referring to the previous studies.[33a,38] The energy cut-
off was set to 400 eV, and a vacuum region larger than 15 Å was introduced
to avoid interactions between neighboring layers. The vdW correction was
considered by the DFT-D3 approach.[39] All the atoms were allowed to
relax until the calculated forces converged to 0.01 eV Å−1, and the en-
ergy precision was set to be 10−5 eV. The k-point grid of heterostructure
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supercell 8 × 8 × 1 in the Monkhorst-Pack[40] scheme was used to sam-
ple the Brillouin zone for relaxation and self-consistent calculations. The
spin-orbit coupling (SOC)[41] effect was taken into consideration for MAE
and DMI calculations.

Supporting Information
Supporting Information is available from the Wiley Online Library or from
the author.
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